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Figure 1. SymbiosisSketch combines mid-air 3D interactions (a) with constrained sketching. Users can create planar or curved canvases (b), and use a
tablet (c) to sketch onto them. Designs are created in situ, in context of physical objects in the scene (d), allowing quick post-processing operations to
seamlessly blend the virtual objects into the real world (e).

ABSTRACT
We present SymbiosisSketch, a hybrid sketching system that
combines drawing in air (3D) and on a drawing surface (2D)
to create detailed 3D designs of arbitrary scale in an aug-
mented reality (AR) setting. SymbiosisSketch leverages the
complementary affordances of 3D (immersive, unconstrained,
life-sized) and 2D (precise, constrained, ergonomic) interac-
tions for in situ 3D conceptual design. A defining aspect of
our system is the ongoing creation of surfaces from unorga-
nized collections of 3D curves. These surfaces serve a dual
purpose: as 3D canvases to map strokes drawn on a 2D tablet,
and as shape proxies to occlude the physical environment and
hidden curves in a 3D sketch. SymbiosisSketch users draw in-
terchangeably on a 2D tablet or in 3D within an ergonomically
comfortable canonical volume, mapped to arbitrary scale in
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AR. Our evaluation study shows this hybrid technique to be
easy to use in situ and effective in transcending the creative
potential of either traditional sketching or drawing in air.
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INTRODUCTION
Sketching has been a design and conceptualization aid for
centuries. While traditional 2D sketching is ingrained into
our consciousness, abilities, and training from childhood [56],
the growth of consumer grade augmented and virtual reality
(AR/VR) devices has recently enabled us to transcend the
limits of the sketch canvas digitally—equipping artists with
the unprecedented ability to sketch 3D curves directly in the
air [22, 35, 51]. 3D sketching is indeed becoming an increas-
ingly popular medium of art and storytelling [20, 4, 1].
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Despite their novelty, current mid-air 3D drawing systems lack
the precision and constraints necessary for use in conceptual
design. This is primarily due to our ergonomic inability to
draw well and in detail at arbitrary 3D scales, orientations, and
without a physical surface to support and steady our sketching
motion [7, 34]. Interestingly, traditional and digital 2D sketch-
ing systems address this issue well. They are ergonomically
superior in comfort, not fatiguing to use, and afford greater
control and precision over sketch strokes. Over the centuries,
2D sketching has further developed a vocabulary (see Figure 4)
of illustration styles, textures, and rendering techniques to de-
pict geometric detail, material, and lighting [26, 42]. While
drawing such illustrative detail in 2D is as common and effi-
cient as handwriting, executing regular stroke patterns mid-air
in 3D is extremely challenging (see Figure 2).

The biggest problem with 2D sketching is conveying the abso-
lute 3D depth from a single viewpoint using only a flat surface.
Often multiple 2D sketches from disparate viewpoints, using
construction lines [55], perspective grids [9] and scaffolds [46],
are required in 2D to convey all visual aspects of a 3D design.
In contrast, depth is trivially integral to mid-air 3D sketching.

Another common practice in 2D design sketching is the use
of photographs or renderings of 3D objects as a reference to
situate sketches in a 3D context [21]. Augmented Reality has
the potential of incorporating a 3D context directly into the de-
sign process. However, AR exacerbates the problem of visual
clutter when complex designs are viewed as a collection of 3D
curves. Creating surfaces from 3D curves is typically treated
as a separate and subsequent stage in conceptual design [11].
Integrating surfacing with curve sketching can provide oc-
clusion primitives to reduce visual clutter from both the real
environment and sketched 3D curves, as well as a local 3D
surface to map 2D sketch strokes.

We distill these synergistic insights into SymbiosisSketch, a
system that judiciously combines 3D mid-air and 2D surface
sketching to produce conceptual models comprising 3D curves
and surfaces within an AR setting. We equip the designer with
a HoloLens, a spatially tracked 3D stylus, and a digital tablet
to view and sketch both mid-air in 3D and on a 2D surface
(see Figure 6). The user specifies design surfaces by sketching
multiple strokes. Working in AR allows designers to work
directly with existing 3D objects in situ. Finally, our system
allows users to rescale work volumes, allowing drawings that
range from miniature to larger than life in size.

Our principal contribution is a novel hybrid sketching work-
flow in AR with tools and widgets that leverage the comple-
mentary strengths of 3D mid-air and 2D tablet sketching. We
integrate surface creation early in our drawing workflow, as
drawing canvases for 2D sketching, and better visualization
of the evolving design.

We performed a user study with both professional designers
and experienced amateurs to evaluate our system. Our evalua-
tion and results confirm the hypothesized advantages of our
hybrid workflow for 3D conceptual design.

Figure 2. Lacking surfaces, Tilt Brush users employ many strokes to de-
pict texture or the illusion of a surface. ©Kamikakushi de Sen et Chihiro
(left) and Christopher Watson (right). Used under CC-Attribution 3.0.

RELATED WORK
Our work builds on a body of existing research in freeform and
surface-constrained sketching techniques, tablet-aided AR/VR
tools, and digital design in context.

Freeform 3D Design Tools and Studies
One of the earliest examples of freeform 3D modelling is
HoloSketch [22], that supported 3D creation of primitives
and freeform tube and wire geometries. Despite its novel in-
terface, the system evaluation reported issues with a lack of
motor control and the resulting noisy strokes plaguing mid-air
3D drawing, further corroborated by recent studies [7, 34]
conducted with contemporary hardware. Inspired by HoloS-
ketch, CavePainting [35] utilizes a cave environment, and Tilt
Brush [4] a VR environment for 3D sketching. Despite the
focus on creating 3D strokes, users naturally use multiple
nearby strokes to depict surfaces. While a “guides” tool in Tilt
Brush allows the projection of 3D strokes onto a pre-defined
set of surfaces, executing accurate 3D strokes remains chal-
lenging [7]. Furthermore, users are restricted to the predefined
surface shapes, and cannot create ones of their choice. In
contrast, we empower users to author 3D surfaces and detail
them using a mix of 2D and 3D sketching. This makes our
tool more suitable for design sketching.

Systems aimed at the creation of CAD models in VR employ
various curve and surface fitting techniques for precise 3D
models [27, 53]. Gravity Sketch [1] is a recent commercial tool
with bimanual interactions to provide a CAD-like workflow in
VR. While these systems target precise CAD models, our focus
is early concept design, epitomized by loosely constrained
sketches with rich illustrative detail. SymbiosisSketch surfaces
lie in-between surface patch networks used in CAD, and very
loose hand-swept surfaces created by existing VR/AR drawing
tools such as Surface Drawing [45].

Surface-constrained Sketching Techniques
Digital 2D sketching is more than half a century old [49].
Since 2D strokes are inherently ambiguous for describing a
3D curve, such systems employ UI tools, or use geometric
principles to infer the 3D surfaces to project input 2D strokes
on. Common techniques include using coordinate planes or
extruding profile curves in principal directions [8], using two
curves sketched in orthogonal views to define a surface [28],
utilizing a custom-designed physical prop for posing sketch
surfaces [43], or minimizing an energy functional targeting



specific design scenarios [32, 37]. These techniques assume
relatively structured and accurate 2D stroke input, where the
desired 3D surface is either explicit by construction or can
be inferred by surface fitting. Parametric surface fitting to
3D curves is a well studied problem in computer graphics [5,
44], typically focused on input 3D curves that form the ex-
act boundaries or principal curvature lines of smooth surface
patches. In contrast, we present a 3D surface fitting formula-
tion suited to imprecise, unstructured and noisy collections of
mid-air 3D strokes [7], where input curves may not intersect
as expected, or may contain other inconsistent surface cues.

Utilizing a Tablet in Immersive AR/VR
Early research in VR interaction compensated for a lack of
high fidelity 3D tracking by using 2D interfaces to interact
with UI elements rendered in VR. Angus and Sowizral [6]
explored the use of a virtual 2D tablet for quicker interaction
and positioning in VR applications. Bowman et al. [13] tar-
geted the manipulation of VR terrains, a task naturally suited
to 2D interaction. The virtual rendering of a physical tablet
has been used to present menus in VR [14], for object ma-
nipulation [50], and for 3D selection and manipulation [40].
A virtually rendered physical tablet in VR however, cannot
presently replicate the latency-free high visual fidelity needed
for 2D sketching. Therefore, we use a physical tablet, mo-
tivated by Dorta et al’s [24] use of a tracked tablet to draw
on virtual planes. However, our approach overcomes the re-
ported ergonomic difficulty in accurately manipulating a tablet
in 3D, and also allows drawing accurate non-planar strokes.
In addition, we designed our system in AR to allow drawing
and visualization in context, on a physical tablet, and on 3D
objects.

Designing in Context
Objects are designed to serve a function, often interacting
with people and objects in an environment. A number of
3D sketching systems [16, 15, 21, 31, 33, 36, 39, 41, 57]
thus leverage existing visual media, 3D models, or spatial
information of the environment to inspire and guide the design.

The success of a 3D sketching system using sketch planes
depends to a large extent on the speed and accuracy with which
users can choose desired sketch planes [9, 33]. A physical
tablet has been to shown to be effective in mapping directly
to a subset of physical sketch planes in 3D [38]. We present
an indirect mapping of the tablet in AR to capture physical
planes in arbitrary position, orientation, and scale, allowing
users to draw comfortably in situ.

While the use of AR further allows our designers to draw in
3D on physical objects, our surfacing tool greatly enhances
this capability by allowing 3D scribbles on physical surfaces
to turn them into drawing canvases for 2D sketching.

MOTIVATION: HYBRID INTERFACES FOR DESIGN
SymbiosisSketch is motivated by ideas from multiple and com-
plementary disciplines—the wealth of 2D drawing practice,
modern VR-based design tools, in situ 3D design research
tools, and the affordances of modern AR hardware.

Figure 3. Design workflow using 3D and 2D tools. Rustam Hasanov mod-
eled an underlay of an interior scene in a 3D modeling tool (SketchUp),
and then drew details over the top of those underlays using a 2D inter-
face and tools. ©Rustam Hasanov. Used with permission.

Figure 4. Details in 2D drawings: structural details, architectural em-
bellishments, and textures. © Jake Parker (left) and Johannes Figlhuber
(right). Used with permission.

Portraying 3D shapes using 2D

3D Tools for Layout and Perspective
While 2D sketching is a ubiquitous medium for drawing and
conceptualization, depicting 3D shapes in 2D requires exper-
tise and experience. In particular, understanding, controlling,
and portraying depth in 2D is difficult [47]. Experienced de-
signers often employ the complementary strengths of 2D and
3D design tools in their workflows [48] for detailed drawings.
For instance, 3D modeling programs can aid in the basic layout
of perspective drawing grids, quickly blocking out proportion
and composition, from a desired viewpoint, before exploring
design details in 2D (see Figure 3).

2D for Surface-constrained Strokes, Texturing, and Details
As evident in numerous books on drawing and design [26,
42], 2D sketching incorporates a myriad of artistic styles and
textures, that are used to convey structure, material properties,
function, lighting, and even motion (see Figure 4). While
commonplace in 2D, authoring such detail using freeform
3D curves without a constraining physical surface is tedious,
tiring, and error-prone, further motivating the use of a physical
tablet.

Designing in Situ
A central idea of our work is the use of AR to visualize and
interact with a physical 3D stylus, a tablet, and objects in
context with the utmost fidelity. Designing in context of the
physical world also requires working with scales spanning
from the miniature to the massive. To this end, our tool should
allow designers to interact minimally with real world shapes
and contours, minimize visual clutter, draw with a comfortable
posture, and still visualize their creations 1:1 in the real world.



Figure 5. Post-processed results. HoloLens hardware limitations restrict us to basic Gouraud shading. With appropriate shading and occlusion,
SymbiosisSketch designs can seamlessly blend into the real world. (Clockwise from top) war helicopter shooting at Captain America (Figure 14a),
mechanical wing augmentation (Figure 14c), mini car (participant creation), Flintstones’ house (author creation), and large fan (Figure 14d).

SYSTEM OVERVIEW AND SETUP
Our system requires three main hardware components: an
AR-capable Head-Mounted Display (HMD), a tablet for 2D
drawing, and a digital pen with 6-degree of freedom (DoF)
motion tracking to draw mid-air, as well as on the tablet. The
pen position and orientation is tracked using Vicon motion
capture cameras. The three devices communicate in real-time
to ensure a unified, consistent, state of the world and the design
elements. We used the Microsoft HoloLens as our AR HMD,
whose spatial mapping capability gives us a coarse 3D map
of the physical world as a triangle mesh. The tablet for 2D
interface is a Microsoft Surface Book clipboard, detached
from its keyboard.

Metaphorically, our setup is analogous to a painter’s bimanual
interaction with her tools. Typically, a painter reserves her
dominant hand for holding the paintbrush for making marks
on the canvas, and the non-dominant hand to hold the color
palette. In our multimodal interaction system, the user holds
the pen in the dominant hand, while the tablet is typically held
in the non-dominant hand (but can also rest on a table like
an easel). The tablet serves two purposes. First, it renders an
orthographic view of the world, and users can draw on the
tablet to project their strokes to a 2D canvas visible from this
orthographic window (Figure 6a). Second, it also includes
a function toolbar, accessible with pen or touch input (Fig-
ure 8). For a given drawing canvas planar projected on the

tablet screen, the position of the orthographic camera remains
fixed for comfortable sketching, regardless of the position and
orientation of the tablet. Hence, we do need to not explicitly
track the position and orientation of the tablet.

In our prototype, we use the buttons on a standard mouse to
trigger these interactions. The mouse is magnetically fastened
to the back of the tablet, allowing the user to interact with the
mouse while holding the tablet (see Figure 6b). Alternatively,
the user can also hold the mouse by itself in the non-dominant
hand, while the tablet rests on a table.

Figure 6. Setup: the user puts on the HoloLens and draws with a motion-
tracked stylus, on a tablet (left), or mid-air (right) using a mouse affixed
to the back of the tablet.

COMPONENTS
We first introduce some terminology, and the basic interface
and interaction components of our 3D design tool.



Figure 7. Strokes drawn using the 2D tablet are projected onto drawing
canvases. (a) A planar drawing canvas is a rectangle with the same aspect
ratio as the tablet. (b) Surfaces form curved drawing canvases. (c) Users
can draw closed curves on canvases to define (d) solid surfaces which also
lend occlusion, lighting, and shadows to the design.

Strokes
In practice, 3D strokes are commonly stored and rendered
either as ribbons (flat narrow sheets), or as tubes (general-
ized cylinders). We use tube rendering for both 2D and 3D
strokes to provide a homogeneous sketch appearance, and to
distinguish curves from surface patches (drawing canvases).

Drawing Canvases
Most 3D objects are better represented, using a set of surface
patches, than just a collection of curves. In programs like Tilt
Brush, artists tediously align many wide ribbon-shaped strokes
next to each other to create an approximate impression of a
surface (see Figure 2). Most 3D sketching tools do not address
surface creation at all, and some define transient surfaces on
which to draw curves and subsequently delete the surface [9].
In contrast, our output is a collection of 3D curves and surface
patches. In addition to defining the 3D conceptual design,
our surfaces map to the physical tablet as drawing canvases.
The design of our drawing canvases is motivated by similar
concepts utilized in existing creative works. For example, the
unique art style of the Academy award winning short film
Paperman [54] was accentuated by sketching onto modelled
surfaces. A similar concept was also employed by Bassett et
al. [10] for authoring detailed painterly characters. Technically,
a drawing canvas in our system is either a planar rectangle,
or a surface patch represented as a height field over a planar
rectangle.

Solid Surfaces
A solid surface is an enclosed region projected to a drawing
canvas, with a uniform material appearance. Essentially, this
is a triangulated mesh that aids in 3D model understanding
by providing shading, occlusion, and shadows [19, 30]. In
the absence of solid surfaces, depth perception can be poor
and complex objects appear to be “stroke spaghetti” instead of
coherent 3D objects, even with binocular cues [7].

USER INTERFACE & INTERACTIONS
We designed SymbiosisSketch to enable a symbiotic relation-
ship between 2D and 3D sketching, utilizing the strengths of

both, while minimizing their respective shortcomings. Mid-air
strokes and UI manipulations are executed by moving the pen
with the dominant hand, while holding the mouse buttons with
non-dominant hand. The 2D tablet renders the 3D world. Any
stroke drawn in 2D is mirrored in the 3D world in real-time,
and vice-versa. The 2D interface (see Figure 11) shows an
orthographic projection of the active drawing canvas, a color
palette, and other functionality and configuration settings (also
see Figure 8). Figure 1 demonstrates the overall workflow of
our system.

Sketching in Freeform 3D
For freeform 3D strokes, the user presses and holds the left
mouse button to initiate mid-air sketching. The stroke drawn
traces the motion of the pen’s tip. We overlay a virtual pen-
tip to aid positional perception.

Drawing Canvases
Creating and manipulating drawing canvases (both planar and
curved) is a defining aspect of our system that allows our users
to sketch with greater precision. Users can define and use an
arbitrary number of drawing canvases during their designs, but
only one canvas is active at a time. The 2D tablet’s viewport
always projects an orthographic view of the active drawing
canvas, allowing users to draw on the tablet and project their
strokes onto that canvas in 3D.

Planar Drawing Canvas
Initially, the system displays a planar drawing canvas at a
fixed location in 3D. The designer can thus sketch planar
strokes without foreshortening on the drawing canvas by
sketching on the tablet screen. We constrain the aspect ra-
tio of the planar drawing canvas to match the tablet screen
(Figures 6a, 7a). At any point in time, the designer can activate
a planar drawing canvas, and position it in 3D space.

Curved Drawing Canvas
To create a curved drawing canvas, the user presses the “De-
fine new canvas” button in the tablet toolbar. The user then
draws a few canvas-defining 3D curves, coarsely specifying
the intended surface in 3D space (Figure 9). Once completed,
the user presses “Generate Canvas” to generate a curved sur-
face that best fits the canvas-defining 3D strokes. The tablet’s
orthographic camera is positioned in front of the surface, en-
suring the maximal projection area on the tablet plane, to
maximize sketchability [7, 8] (see Figures 7b, 11a). It is worth
noting that these canvas-defining strokes need not always be
drawn mid-air. A user can freely combine canvas-constrained
strokes (drawn using 2D tablet) with freehand mid-air 3D
strokes to define an intended drawing canvas. This is very
useful for creating canvases for depicting details, which can
be drawn efficiently over existing canvases (see an example in
Figure 14a).

Technically, our drawing canvas is an open surface with a con-
tinuous boundary topologically equivalent to a disc. This class
of surface patches are most common in 3D surface modeling,
and further allows us to project strokes drawn on a tablet onto
the entire canvas without frequent view manipulation.



Figure 8. 2D UI toolbar. (left to right) save/load, initial canvas, create canvas, explore and select bookmarks, color tools (palette, HSV sliders, indicator),
fill, pencil/ink toggle, symmetry plane, UI and pencil toggles, workspace scaling and reset, clear all and undo stroke. Buttons are shown only if currently
useful. For example, selecting the pencil hides color tools. Icons © icons8.com. Used under CC BY-ND 3.0.

Figure 9. Creating a curved drawing canvas. (a) The user draws a few
strokes using the 2D and/or 3D interface. (b) A surface patch is fit to
these strokes.

Figure 10. Widgets for direct 3D manipulation: translation and rotation
(all canvases), and scaling (planar canvases): shown at the center, edges,
and corners, respectively.

By default, the canvas is clipped against the bounding rectan-
gle of its canvas-defining strokes on the best-fit plane, giving
it the appearance of a rectangle curved in 3D. However, if
the projection of the largest enclosing canvas-defining stroke
is approximately a closed simple curve, we further trim the
canvas against this stroke. While the surface behaves just like
a rectangular canvas for drawing, we hypothesized that the
trimmed surface is visually more representative as part of the
3D design process.

Canvas Manipulation
Our canvas manipulation tools enable designers to freely trans-
form an active drawing canvas in 3D space (Figure 10). In our
tool, to move a drawing canvas, the user positions the pen’s
tip inside the translation widget, then presses and holds the
right mouse button with non-dominant hand, and then freely
moves it in 3D space. Similarly, we provide widgets along
the canvas edges to scale (planar canvas only) and rotate the

Figure 11. (a) The user sketches in the 2D view of the canvas. (b) The
corresponding strokes in 3D.

canvas about its local origin (see Figure 10). Since accurately
rotating in 3D is difficult, we snap these rotations to multiples
of 15°.

Canvas Bookmarking
Our system automatically bookmarks all drawing canvases
utilized during the design. The toolbar UI allows switching to
previously utilized canvases for design iterations.

Sketching on the 2D Tablet
Our tools can project a broad class of curved surfaces or arbi-
trary planes in 3D to the tablet’s 2D screen. The tablet displays
an orthographic view of the active drawing canvas (see Fig-
ure 11a). Drawing on the tablet projects the input points onto
the 3D canvas to create a new stroke. The ability to draw on
an intended surface using the 2D physical surface discounts
the depth error of mid-air 3D strokes [7], which is a major
source of drawing inaccuracy.

When the pen is in proximity of the tablet’s screen, we display
a virtual pointer at the projected position in 3D. This indicator
gives artists the ability to quickly judge the expected 3D po-
sition of their stroke when drawing in 2D. A grid texture on
the canvas further helps users draw precisely. When the pen
leaves the tablet’s vicinity, the virtual pointer snaps back to
the pen’s tip.

Solid Surface Tool
The user can toggle ON the “Fill” button on the toolbar to
activate the solid surface mode. In this mode, when the user
draws a stroke on the tablet, our system automatically closes
that curve (by connecting the first and last points), triangulates
the region, and projects the shape onto the active drawing
canvas with a selected solid color (see Figure 7c–d). The solid
surface tool is only accessible by the 2D tablet interface, since
executing surface-constrained curves mid-air is challenging
and error-prone.

Workspace Scaling
AR/VR environments allow designers to draw and visualize
at any scale. However, drawing at extreme scales—even if
humanly possible—is detrimental to stroke quality [7]. Espe-
cially when drawing in situ, the user often needs to design at
such uncomfortable scales.

In order to mitigate these issues, we provide a workspace
translation-cum-scaling tool. By default, the user works in
a 1:1 scale, which we call the canonical workspace. On ac-
tivating the tool using the tablet toolbar, the user sees two
rays—one emanating from her head and another from the
pen. Pressing the right mouse button creates a 3D point (q1),
which approximates the intersection of the two rays. This is
one corner of the intended workspace. Performing this action
again defines the diagonally opposite corner (q2). Our point

https://www.icons8.com


Figure 12. Workspace scaling tool for drawing a car. The user uses a
large workspace to draw the shape of the car in a small, comfortable,
scale (left). She then defines a small workspace centered on a headlight
(right). This “zoom in” effect allows her to capture the details of the
headlight’s shape, define a new canvas on it, and draw highlights.

Figure 13. Physical planes detected by the HoloLens are automatically
bookmarked (shown overlaid on the scene, left). With workspace scaling,
users can visualize and work even with room-scale planes in an accessi-
ble position and comfortable scale (right).

selection method is inspired by Cheng and Tataksuk’s [17]
virtual pointer.

We then map this physical workspace to the canonical volume,
which provides a virtual view of the world (orange dashed
boxes in Figure 12). The user can now draw comfortably with
respect to the canonical workspace, with results mapped to the
defined workspace (dashed gray boxes in Figure 12).

Interaction with Physical Objects
Being an AR-based tool, SymbiosisSketch directly allows
users to interact and draw relative to 3D objects in the physical
world (see Figure 14). Drawing directly over many physical
objects however, can be awkward, due to their steep curva-
ture (see Figure 15c), softness (drapery or clothes, see Fig-
ure 17), or size and reachability (buildings, ceilings, or cars,
Figure 14d). In such cases, defining curved canvases using
physical objects as proxies, or using workspace scaling, can
greatly reduce the direct interaction required with the objects,
improving final design outcomes.

The above capability is further bolstered by the HoloLens’s
capability to map the physical world as a 3D triangle mesh,
which we utilize to capture physical planes from the real world.
Ideally, we would like to automatically use this mesh to gen-
erate canvases over all interesting physical objects. Unfor-
tunately, the resolution of HoloLens’s spatial mapping mesh
is not fine enough to capture small objects or curved surface
detail. We thus only utilize the physical planes provided by the
HoloLens Spatial Mapping API [2]. These physical planes are
automatically bookmarked, and particularly useful for precise
in situ architectural and interior design. The user can directly
access physical landmarks such as the floor, ceiling, tables,
and walls, and bring them into the canonical workspace for
further sketching (see Figure 13).

Helper Tools
Pencil Tool
The pencil tool is used to draw strokes of a pre-defined thick-
ness and color. It works just like the regular stroke tool, but
users have a switch to hide all pencil strokes. In conjugation
with canvas bookmarking, it serves as a simple alternative
to layers. For example, a user may use the pencil to draw
out scaffolds and other construction lines, and finally hide the
pencil strokes in the finished design.

Symmetry Plane
The symmetry plane mirrors the users’ strokes about itself.
We provide translation and rotation widgets on the symmetry
plane for positioning and orientation.

Additional Sketching Tools
We also provide a few essential sketching tools to help users
utilize our system efficiently. Users can manipulate the stroke
width using the mouse wheel. Stroke color can be modified
from a pre-defined palette, or using HSV sliders. Since the
additive display of the HoloLens cannot render true black, we
clip the value slider to disallow very dark colors. We also
provide an undo tool. Finally, the resulting designs can be
exported as an .OBJ file for post-processing.

IMPLEMENTATION DETAILS
Our system is implemented in two parts: the tablet app is writ-
ten in C++ using Qt and OpenGL, and runs on a Surface Book
with a 2.60GHz Intel i7 CPU and Intel 520 GPU and support
for pen and touch inputs. The second application runs on the
HoloLens, and is written in C# using the Unity engine. While
the HoloLens is capable of tracking objects, the latency and
precision are not good enough for our task. We thus augment
our system with a Vicon motion capture system connected
to a computer to track the drawing pen in the air. The tablet
app communicates with the motion capture server at 100Hz,
and all information exchange between the tablet and HMD is
carried out over a reliable low-latency TCP connection. We
now provide technical details for implementing various pieces
of the system.

Stroke Smoothing and Reparametrization
We smooth the input strokes using a real-time smoothing pro-
cedure inspired by Elasticurves [52]. Let {si} be a sequence
of input points, and {pi} be the sequence of points forming
the stroke, after real-time smoothing. Then,

pi =

{
si if i ∈ {0,n},
pi−1 + f (si−pi−1) otherwise.

Here, n is the number of points in the sequence, and f ∈ [0,1]
is the smoothing factor. The stroke starts and ends exactly at
locations specified by the user, with smoothing in the middle
modulated by f and the drawing speed. We set f = 0.8 for
tablet strokes, and f = 0.1 for mid-air strokes (for less and
more smoothing). We then reparametrize according to arc-
length to make the strokes more suitable for canvas fitting and
rendering. Finally, 10 iterations of bi-Laplacian smoothing
remove additional jitter from the mid-air 3D strokes.



Rendering Curves and Solid Surfaces
For rendering curves as 3D tubes, we need to compute an
orthogonal 3D frame at each segment of the stroke, where
one of the three orthogonal directions is the tangent to the
curve at that point. We start with an arbitrary frame at the
first segment, and use parallel transport (Hanson and Ma [29])
to compute the Bishop frame [12] for the rest of the curve.
The thickness of mid-air curves is given simply by the current
stroke width setting set by the user. For tablet strokes, this
value is multiplied by the normalized pressure value at each
point, lending a typical sketchy look to the strokes.

When the “Fill” tool is active, trimmed solid surfaces are
rendered by computing a Constrained Delaunay triangulation
(CDT) with all the segments of the input stroke (including an
one joining the end-points) as constraints. We compute the
CDT using the standard technique (Cheng et al. [18]): first
compute the CDT on a convex region covering the stroke, and
then remove the triangles outside the region enclosed by the
stroke. The vertices of the triangulation are then projected
onto the active canvas, similar to the boundary curve points.

Curved Canvas Fitting and Drawing
The surface fitting function proceeds in two stages: finding the
best-fit plane for the set of strokes used to create the surface,
and then fitting a smooth height field to the strokes, relative
to the best-fit plane. For the best-fit plane, we first uniformly
sample a fixed number of points from each input stroke. We
then solve for the best-fit plane in a least-squares sense [25].
This plane’s local +Y and -Z axes then trivially define the
orthographic view’s up and forward directions.

To define the curved canvas, we then fit a height field (from
the best-fit plane) to the input strokes by minimizing the field’s
thin plate spline energy. Since the input 3D curves can have
inaccuracies, we use the approximate fitting method proposed
by Donato and Belongie [23]. Their method utilizes a regular-
ization parameter λ , where λ = 0 means that the solver tries
to fit exactly to the input points, while a higher value implies
sacrificing exact fit for smoothness.

Since we expect curves input via the 2D interface to be very
precise, we set λ to zero for those, while for the curves drawn
mid-air, we set λ = 0.1. Finally, we scale the viewport of the
tablet’s camera such that the whole canvas is visible from it.

Workspace Translation and Scaling
For selecting 3D points for defining the workspace, approx-
imate intersection between the pen and head rays is defined
as the mid-point of the shortest line segment between the two
rays. Once the workspace is defined, it maps an input position
pc in the canonical volume to the new volume as p = spc + t,
where s = ‖q1−q2‖, t = (q1 +q2)/2.

USER EVALUATION
We evaluated our system with professional as well as amateur
illustrators and designers. The goals of our study were to
observe user workflow, test the system’s core functionality,
and to understand its limitations. We also include a 3D mid-air
drawing condition to compare purely 3D mid-air sketching
with SymbiosisSketch.

Participants
We recruited six participants (age 27-46, 2 female) for our
study. Participants were experienced with graphic design (P1,
P5), 3D modelling (P2, P6), and VR-based design tools (P1-2,
P5-6). Participants were compensated for their time.

Procedure
The study was conducted in our lab. Each evaluation session
was 90-120 minutes long, and consisted of four phases.

Overview and training (10-20 minutes). Participants were in-
troduced to the scope of the project and given time to get used
to the HoloLens. Then, the instructor explained the four core
interactions: 3D drawing, 2D drawing, canvas creation, canvas
manipulation, and other helper tools. Participants practiced
using the above tools until they felt confident. The workspace
scaling features were not used in the study.

Fixed tasks (30-45 minutes). We designed two fixed tasks to
compare SymbiosisSketch to existing 3D sketching systems.
We counterbalanced the order of the systems amongst the
participants to eliminate learning effects.

The first task involved drawing the outline of a bullet shaped
building with textured features (Figure 15a). Participants had
to perform the task using two systems: symbiosis, and mid-air
only, which did not afford canvas creation and stroke projec-
tion, therefore replicating existing mid-air drawing systems
such as Tilt Brush. For the former, participants were encour-
aged to utilize the drawing canvas tool.

Task-2 involved drawing a logo over a curved physical surface
(see Figures 15b-c). Participants were encouraged to rest
the tip of their pen on the physical surface. The motivation
behind the second task was to measure the usefulness of the
2D interface even when the user can get better motor control
by resting on a physical surface.

Expanded overview & exploration (5-10 minutes). After com-
pleting the fixed tasks, participants were told about solid sur-
faces, workspace scaling, and the canvas bookmarking feature.

Freeform exploration and design (30-45 minutes). Finally,
participants were free to explore the system on their own to
create designs in the fourth phase. They were provided a host
of physical props to inspire their designs. They completed a
questionnaire after the study.

Results for Fixed Tasks
For the fixed tasks, we evaluated the designs using two quanti-
tative measures: task completion time and total strokes drawn,
defined simply as the number of strokes in the final design.
The latter provides a proxy measure for the level of detail
present in the designs.

For each participant, the task completion time, as well as the
total strokes drawn, were higher when using the symbiosis
system. In task-1, mean task completion time in the symbiosis
condition (m = 519s,σ = 115s) was over two times that of
mid-air only system (m = 242s,σ = 122s). A similar trend
was observed for the second task: (m = 281s,σ = 123s) vs
(m = 148s,σ = 85s). Users using the combined 2D/3D inter-
face of symbiosis drew 75% more strokes (m = 64,σ = 24)



Figure 14. Sample results showing SymbiosisSketch’s creative potential. Author creations: war helicopter shooting at a Captain America figure (a), logo
drawn on a person’s clothing (b), mechanical wing augmenting a robot figure (c), and a large wall-fan (d). Participant creations: scary figure utilizing
a mannequin head (e) and genie emanating out of a teapot (f) with details (g, h).

Figure 15. Task-1: drawing London’s Gherkin building (a). Task-2:
drawing a logo (b) on a curved physical surface of a vase (c).

than mid-air only (m = 37,σ = 14), for the first task. This
difference increased to 140% for the texture detail-heavy sec-
ond task: (m = 67,σ = 38) vs (m = 28,σ = 20). Paired t-tests
reveal that the two conditions were statistically significant
(p < .05) on the task completion time measure for both tasks,
and the total strokes drawn measure for task-2. However, these
statistics should be considered with caution since our focus
was on qualitative measures meant that the tasks were not
carefully controlled.

Our observations during the study suggest that these results can
be explained by two main factors. First, participants took some
time getting used to the canvas creation tool, which required
more mental effort than mid-air sketching. However, once
participants understood how to use the tool, they were able to
utilize it effectively, and draw detailed designs more accurately
when they had access to the 2D UI. Figures 16, 18 qualitatively

Figure 16. Representative results for the fixed tasks. Task 1: Gherkin
building, using symbiosis (left) and mid-air only (center-left). Task 2:
logo on physical object, symbiosis (center-right), mid-air only (right).

demonstrate that the symbiosis condition produced drawings
that were more precise, and better-reproduced details shown
in the target images.

Freeform Design and Qualitative Feedback
Participants were successful in utilizing SymbiosisSketch for
a variety of design tasks. During the brief design sessions, par-
ticipants attempted a design sketch of a car (P2), environment
design involving physical props (P4, P6), character augmenta-
tions (P3, P4), and mystical art (P5). Figure 14 shows some
of the resulting artifacts.

Overall, the qualitative feedback collected indicated that partic-
ipants found SymbiosisSketch’s toolset useful. This is evident
in P5’s comment that the system is “a great way to bridge old
methods with new technology”, but “[composing] a 3D image



will require a lot of work and planning”. Below, we report the
feedback received for individual components.

Drawing on Tablet to Create 3D Sketches
Participants found this feature to be extremely useful. On a
5-point Likert scale (1=not useful, 5=extremely useful), the
median score was 4.5 for usefulness and 4.0 for usability.
They appreciated the degree of control in traditional sketching,
which they could replicate in 3D sketches. Mapping a drawing
surface to physical objects in the world was judged to be a
useful and enjoyable feature.

P3: “Drawing in 3D can feel unhinged and out of control,
and this capability made me feel some of the enjoyment and
control I feel when I practice traditional drawing.”

Ability to Combine 2D and 3D Sketching in One Design
Participants responded positively to the multimodal interface
for 3D design. They found the hybrid interface very useful
(rated 4.5 out of 5), as well as easy to use (rated 4 out of 5).

P5: “I really liked using the planes, and the combination of
2D & 3D. I really like the consideration of how working solely
in a 3D space can become hard for most people.”

An exception was P2, who, used to ZBrush [3] sculpting, finds
freeform 3D sketching/modelling challenging.

Curved Canvas Creation and Stroke Projection
Users unanimously found the ability to create drawing can-
vases very useful (rated 5 out of 5).

P4: “Mapping of the canvas in 3D was what I liked the most.
Once I had defined a filled, curved region that I was happy
with I found that it was very enjoyable to draw curves starting
from that surface.”

However, some participants thought the feature was difficult
to use (median usability 3) due to control issues. In the future,
we would like to add finer curvature control to the curved
canvas tool to address these issues.

Use of Physical Props and Surfaces
Use of physical props was assessed to be both useful (median
4.5) and easy to use (median 4). In fact, all participants utilized
this feature, and included physical objects in their creations.
They also traced these objects to define canvases.

P1: “Mapping a drawing surface to physical objects in the
world was an immensely useful and enjoyable feature.”

Miscellaneous Feedback
Participants also provided us feedback on other aspects of the
system. In particular, they found solid surfaces to be very use-
ful and aesthetically pleasing. Participants (P1, P3, P4) also
wanted non-planar closed curves drawn mid-air to be useable
to trim a surface. This is an interesting technical challenge for
future work: a possible implementation could project the curve
onto the best-fit plane and then lift a 2D triangulation to 3D.
Finally, P2 suggested an additional interaction mode: drawing
on the tablet and generating a swept surface by moving it in
3D. We imagine this to be similar to, but more versatile than,
Surface Drawing [45]. Controlling the tablet’s motion and
orientation mid-air, however, may be challenging.

DISCUSSION
Our evaluation suggested that participants enjoyed our core
ideas, and were able to utilize the system successfully for
creating the designs they desired. The artifacts created by the
study participants and those created by the authors, confirm
that SymbiosisSketch effectively mixes the traditional with the
new to create a compelling and novel hybrid interface for 3D
concept design. Along with the encouraging results, the user
evaluation also showed some limitations, with opportunities
to improve in the future.

Limitations and Future work
Drawing Canvases
Participants (P1, P4) expressed the desire to go beyond cur-
rent surface patch topology, to create surfaces with multiple
boundaries like open cylinders, or closed surfaces like spheres.
Fitting a general surface poses new problems: inferring sur-
face topology, defining a non-trivial mapping to a drawing
canvas, and the need for view manipulation in the tablet to
draw on such a canvas.

In Situ Design in the Wild and Other Hardware Limitations
P3 expressed the desire to using our system to plan and create
large murals. Our use of a motion capture system to track the
3D stylus makes our current setup impractical outside a lab.
The small field of view on the HoloLens also made it hard to
view large strokes in totality (P6). Better 3D acquisition of
the physical environment in AR can allow complex surfaces
to become drawing canvases, but in turn poses the problem of
scene surface segmentation.

Stroke & Canvas Manipulation for Iterative Design
While our smoothing method effectively removes tracking
noise and motor control error from 3D strokes, it cannot re-
move errors of intent—caused by conflicting visual percepts
or users changing their mind later. Non-rigid manipulation of
drawing canvases and correction of freeform 3D curves by
tablet-based oversketching are great avenues for future explo-
ration. Effective manipulation and editing tools can improve
the value of our system for the iterative design process.

CONCLUSION
SymbiosisSketch is a hybrid system aiming to blend design
knowledge and expertise from the traditional 2D sketching
domain to the new and exciting world of direct 3D sketching in
AR/VR. By devising a novel method for defining constrained
drawing canvases in 3D and building tools to support inter-
action with physical objects, we have built a system for 3D
conceptual design in situ. Our user evaluation confirmed that
our toolset is useful, effective, and is able to support a variety
of design tasks for users with diverse artistic backgrounds. We
hope that this work guides future research in visual commu-
nication, furthering our ability to efficiently transform mental
design concepts into digital models.
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Appendix A: Additional Results

Figure 17. (Clockwise from top-left) close-ups of selected results showing details of designs: mechanical wing (Figure 14c), war helicopter (Figure 14a),
large wall-fan (Figure 14d), and some additional results: CHInosaur as the Toronto Raptor (participant creation) and skirt drawn over a human model
(author creation).



Appendix B: Fixed Study Task Results

Figure 18. All participants’ drawings for the fixed tasks. Row-wise from top: task 1 (Gherkin building) in symbiosis condition, the in mid-air only
condition; task 2 (logo on a physical surface) in symbiosis condition, and in mid-air only condition.
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